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Abstract

We present a photometric stereo technique that operates
on time-lapse sequences captured by static outdoor web-
cams over the course of several months. Outdoor webcams
produce a large set of uncontrolled images subject to vary-
ing lighting and weather conditions. We first automatically
select a suitable subset of the captured frames for further
processing, reducing the dataset size by several orders of
magnitude. A camera calibration step is applied to recover
the camera response function, the absolute camera orien-
tation, and to compute the light directions for each image.
Finally, we describe a new photometric stereo technique for
non-Lambertian scenes and unknown light source intensi-
ties to recover normal maps and spatially varying materials
of the scene.

1. Introduction
In the last years, researchers have discovered online im-

age collections as a valuable data source for various applica-
tions. Examples include multi-view stereo [7, 8], segmen-
tation [33], and reflectance recovery [10]. While image col-
lections are certainly important, time-lapse sequences from
webcams are another type of data suited for computer vi-
sion research, yet much less explored. Despite recent work
in the area, we believe that this type of data is much less
understood than online image collections. In particular, to
our knowledge, no complete photometric stereo approach
has been demonstrated on outdoor webcam data.

This is somewhat surprising since, conceptually, it
should be easy to apply photometric stereo on outdoor web-
cam images, e.g., by combining a robust photometric stereo
approach with an illumination estimation technique. In fact,
Brooks and Horn [4] proposed already in 1985 an algorithm
to recover surface orientation in a theoretical outdoor set-
ting for a Lambertian object. Likewise, Sato and Ikeuchi
[29] proposed a photometric stereo technique operating un-
der solar illumination. Still, we are unaware of any reports
that these methods or any other photometric stereo approach
developed for lab settings have been successfully applied to
the challenging case of outdoor webcam data. We believe

that the reason for this is that naı̈vely applying existing tech-
niques to such datasets will lead to bad results. In particular,
any successful method needs to address the following chal-
lenges that are unique to outdoor webcams:

• Selection of suitable images from the time-lapse se-
quence. Especially bad weather images need to be re-
jected, and object illumination needs to be considered.

• Calibration of webcam and image data. In particular, sub-
pixel image alignment, radiometric and photometric cal-
ibration, recovery of the lighting directions and intensi-
ties, and shadow detection need to be performed.

• Application of a suitable and robust photometric stereo
technique handling spatially-varying, non-Lambertian
surface reflectance.

In this paper, we present a complete system that ad-
dresses these challenges. We first select suitable images
by analyzing the sky and object regions of the webcam im-
ages. Our main goal is to select daytime images where the
object is directly illuminated by the sun. We then align the
selected images with sub-pixel accuracy (compensating for
any slight movements of the camera), estimate the orienta-
tion of the webcam in geo-referenced coordinates, and de-
tect shadowed pixels in each of the input images. Although
we perform a radiometric calibration step in order to recover
the response curve of the camera, the relative light intensi-
ties in the images are unknown, which not only depend on
the sun’s observed intensity (influenced by weather condi-
tions), but also on the auto-exposure system of the webcam.
We recover the relative light intensities within our photo-
metric stereo approach for non-Lambertian surfaces.

The remainder of the paper is organized as follows: We
first discuss relevant related work (Section 2) before we
state our assumptions and give an overview of our approach
(Section 3). We then describe our selection and calibration
techniques in Sections 4 and 5, respectively. Details about
the photometric stereo approach are given in Section 6. We
then present our results (Section 7) and show some direc-
tions for future work (Section 8).
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2. Related Work
Outdoor Webcam Data: The Archive of Many Outdoor
Scenes [18] contains many time-series of webcam data and
gives insights into long term analysis of static webcams us-
ing PCA. Given a time-series for a webcam, several authors
proposed techniques to calibrate various aspects of the cam-
era. Kim et al. [21] recover the exposure and radiomet-
ric response functions from static cameras using the inten-
sity variations of groups of pixels over time. Jacobs et al.
[19] geo-locate webcams by combining appearance varia-
tions and geo-registered satellite imagery. Extending the
idea of webcam geo-location, Lalonde et al. [23] developed
a technique to determine the orientation of a static camera
using the sky region in webcam images as calibration tar-
get. We assume that the location of the webcam is known
and recover its absolute orientation using this technique.

There has been little work on recovering shape from
webcam sequences. Jacobs et al. [16] find that the inten-
sities of two scene points due to cloud shadows behave
similarly over time. They exploit this property to infer
depthmaps for static outdoor cameras providing images ev-
ery few seconds. Unfortunately, many webcams are up-
dated in larger intervals limiting the applicability of this ap-
proach. Koppal and Narasimhan [22] cluster scene normals
in image sequences with unstructured light paths but do not
reconstruct normal maps. Sunkavalli et al. [34] describe
a technique to factor a time-lapse sequence into shadow,
illumination, and reflectance. In later work, Sunkavalli et
al. [35] analyze the color changes over time caused by the
varying spectrum of sunlight and separate the effects of sun
and ambient sky illumination. Both papers also reconstruct
some information about the orientation of surfaces in the
scene but are restricted to projections of the normals on the
solar plane. In addition, they are unable to handle varying
exposure of the images. In contrast, our approach allows for
orientation recovery from outdoor webcam time-series data
alone without being restricted to the solar plane while also
taking varying sun intensity and exposure into account.

Photometric Reconstruction with Non-Lambertian Re-
flectance: There is a large body of work on photometric
reconstruction, including [14, 37, 11, 3]. We restrict our dis-
cussion to algorithms that consider aspects especially im-
portant for outdoor webcams such as the ability to cope with
spatially-varying, non-Lambertian materials and unknown
light source intensities and camera response. Those aspects
are addressed independently in different approaches, none
of which fits our purpose without modification.

Shi et al. [32] use color profiles to determine the cam-
era response curve and object surface orientation in the dif-
fuse setting. Still assuming Lambertian scenes, Shen and
Tan [31] extend photometric stereo to Internet images with
varying viewpoints. Other methods which can handle un-

known light conditions due to matrix factorization, but ig-
nore camera properties, are for example [11, 26, 20]. We
use Hayakawa [11] to initially estimate relative light inten-
sities under the assumption of a Lambertian scene.

While all these techniques assume Lambertion re-
flectance, Hertzmann and Seitz [12] use example objects in
the scene with known geometry to reconstruct objects with
arbitrary, varying BRDFs. Ackermann et al. [1] combine
this approach with multi-view stereo to replace the example
object. Both methods do not need to consider the response
curve of the camera since they are based on orientation con-
sistency. Higo et al. [13] also exploit reflectance cues that
are preserved during capturing, but can only handle surfaces
with either diffuse or specular reflectance. Sato and Ikeuchi
[29] apply photometric stereo on outdoor scenes by sepa-
rating specular and diffuse components as well as sun and
skylight contributions. To handle more complex reflectance
properties, Goldman et al. [9] solve for both, geometric in-
formation and BRDFs by alternating between optimizing
the shape given the BRDF model, and optimizing the BRDF
given the optimized shape. Recovering shape and even non-
parametric BRDFs is possible when using approximations
to the reflectance function as proposed by Alldrin et al. [2]
in a purely data-driven approach. However, they assume a
certain circular light setup which is infeasible for sunlight
illumination. Given the initial light source intensities from
[11], we extend the approach by Goldman et al. [9] by addi-
tionally solving for the light source intensities and skylight
contributions in each iteration.

Image Selection: A key issue when working with Inter-
net data is the ability to select a suitable subset of images
with beneficial properties. This insight has been used in
several works on multi-view stereo [8, 7, 6]. Hornung et
al. [15] present and analyze a 3-step selection process for
multi-view stereo. Related to this is also the research in
view-planning which was originally concerned with active
sensor placement to ensure a certain coverage and quality of
measurements [30]. Lensch et al. [24] speed up the acquisi-
tion of spatially-varying BRDFs with an algorithm that pro-
poses view and light positions for efficient sampling. Most
of these techniques cannot be applied to photometric stereo.
The closest work in terms of image selection is Lalonde et
al. [23]. They fit a quadratic function to the intensities in the
sky, and compare the region to a smooth vertical gradient.
In contrast, we propose to also consider the illumination of
the objects in the scene.

3. Overview and Assumptions
Our algorithm is designed to process a large time-lapse

image sequence from a static web camera. We assume that
the GPS coordinates of the camera as well as per-image time
stamps are given. To guide image selection and estimate



Figure 1. The geographic context of the scene with camera (red
marker) and target object (green marker) on the left, and an exam-
ple image from the camera with sky mask (red region) and object
mask (green region) on the right. Sat image c© by Google Inc.

the camera orientation, sky and object masks are provided
to the system. This implies that the sky region is visible; if
this is not the case, the camera orientation can also be spec-
ified manually. An example of the user input is given in
Figure 1 (right). As in most photometric stereo reconstruc-
tion systems, we assume an orthographic camera model and
treat the sun as distant point light source. Our algorithm can
handle multiplicative lighting changes (e.g., changing expo-
sure or varying sunlight intensity) as well as additive light-
ing phenomena (caused by ambient and indirect lighting).

The algorithm can be divided into two separate and in-
dependent steps (see Figure 2). The first step selects a small
set of images suited for photometric stereo, removes pixel
mis-alignments caused by camera movement, and computes
the position of the sun (the light source) for each image.
The camera response function is recovered and the pixel in-
tensities are linearized. The selected images together with
per-image sun positions are the input to the second stage:
An initial Lambertian photometric stereo is performed and
the result is iteratively optimized, yielding a normal map,
a predefined number of basis materials, material maps that
describe the per-pixel mixture of the fundamental materials,
and an image that represents the indirect illumination.

4. Image Capture and Selection

Given a large set of webcam images taken over a long
period of time we would like to select a small subset of 30 to
50 images well suited for reconstruction. (Although fewer
images are sufficient for photometric stereo, more images
increase robustness.) Our requirements for this subset are
that the object of interest is directly illuminated by sunlight
and that we observe sufficient variability in the incoming
light directions. The latter can not be fullfilled by images
taken in the span of a few days because the sun then moves
on a single plane. We therefore capture images over the
course of at least 6 months.

In order to recover the absolute camera orientation from
the sky [23], we additionally need another subset of images
with clear sky. Since manual selection is a tedious task,
we present a novel algorithm to determine this subset au-
tomatically. This step requires a timestamp for each image

Figure 2. Algorithm overview. We first select suitable images
(green) before we recover the final normal map, basis materials,
corresponding material maps, and light intensities (blue).

and makes use of both the sky and the object mask to select
suitable images.

We first compute a set of measures for each image which
we will describe shortly. Based on these measures, the im-
ages are pre-filtered to remove unsuitable images. We then
derive a score for the remaining images and greedily select
the desired amount of images based on our measures.

Image Filtering: Images with more than 10% overex-
posed pixels in either the whole image or the object region
are rejected immediately. We also reject images not taken
during daytime where the sun zenith angle is larger than 85◦

as given by the Solar Position Algorithm [28]. To remove
images with bad weather conditions, we exclude dark im-
ages. To this end, we compute the median intensity of the
sky region Isky and the 75th percentile intensity of the ob-
ject region Iobj as defined by the masks. The latter rewards
images where the object is well illuminated but also allows
the object to be partially shadowed. We then discard 50%
of the images with lowest score SI = Isky + Iobj .

Image Selection: From the remaining images, we now
select two subsets, clear sky images for camera calibration
and good-weather images with a well-illuminated object for
photometric stereo, by combining several criteria.

We compute the average of the gradient magnitude in x-
and y-direction Gsky for the sky region and Gobj for the
object region. Low values of Gsky correspond to clear sky
images without clouds. High values of Gobj indicate im-
ages with high-contrast and well exposed object region, as



opposed to images where the object lies in fog. Evaluat-
ing Vobj , which is computed as the variance of all intensity
values in the object region, has proven to be very useful to
exclude images where the object appears diffuse (typically
caused by clouds occluding the sun). These low-contrast
images are particularly harmful for photometric stereo. A
plausible good-weather indicator is the blue sky assump-
tion. We calculate the average sky color S̄ and measure the
blueness of the sky as Bsky = S̄B −max(S̄R, S̄G), where
S̄R,G,B stands for the respective color channel.

Each of the quantitiesGi
sky , Bi

sky , Gi
obj , and V i

obj is nor-
malized with respect to its minimum and maximum value
over all images. We then compute two scores for image i,

Si
clearsky = (1−Gi

sky) ·Bi
sky · V i

obj · P i (1)

Si
PS = Gi

obj ·Bi
sky · V i

obj · P i, (2)

corresponding to the two image sets. P is a penalty value
which is initially one. In a greedy search, we select the
image with best score. After an image has been selected,
we penalize images with similar sun position: We evaluate
a 2D Gaussian function for each not yet selected image j

P j := P j − P j · e
−

(xj−xi)
2

2σ2x
−

(yj−yi)
2

2σ2y (3)

where xj and xi correspond to the day of the year for image
j and i, and yj and yi correspond to the minute of the day for
image j and i respectively. We achieved good results with
σx = 10 and σy = 30, which corresponds to a Gaussian
spread of 10 days over the year and 30 minutes over the
day. After penalizing, we select the next best image and
iterate until the required number of images is selected (see
Figure 3 for an exemplary selection on the Church dataset).

5. Image and Webcam Calibration
Image Alignment: Outdoor conditions such as strong
winds can cause the webcam to shake, resulting in small
camera motions. We apply a sub-pixel alignment step
since even subtle mis-alignments have serious impact on
the reconstruction quality. The dramatic variations in image
appearance disqualifies most naı̈ve methods. E.g., align-
ing gradient images directly using Lucas-Kanade [25] fails
since the gradients are heavily influenced by varying light-
ing and shadowing. We instead align the gradient images
to the average gradient image, calculated from all input im-
ages, similar to Jacobs et al. [17]. Figure 4 shows the align-
ment for about 50 images from the Church dataset.

Webcam Calibration: To linearize our input images we
recover a response function for each webcam using the spe-
cialized approach of Kim et al. [21].

Afterwards, we obtain the sun position for each image
using the Solar Position Algorithm [28]. This algorithm

Figure 3. Image selection for the church dataset. The plot shows
selected clear sky images (blue) and selected images for photomet-
ric stereo (red), all candidate images (dark gray) and all available
non-overexposed images (light gray). Example images are shown
on the bottom with two clear sky images (left) and two photomet-
ric stereo images (right).
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Figure 4. Motion vectors for image alignment (left): Each arrow
corresponds to an image that has been aligned along the direction
of its arrow. The axes show the distance of the alignment in pixels.
One can see that alignment is very subtle, barely more than a single
pixel. The average gradient image is shown on the right.

needs only a time stamp and a rough estimate of the cam-
era’s geo-location to recover the absolute zenith and az-
imuth angles of the sun. We then employ the method by
Lalonde et al. [23] that uses the sky as calibration target
to recover zenith and azimuth angles for the camera itself.
We use these angles to transform the absolute position of
the sun into the camera coordinate system for every image,
which gives us the light direction Li for photometric stereo.

Shadow Detection: Shadows can provide a useful cue to
infer scene structure [5]. In photometric stereo, they are,
however, typically a source of additional errors. This is es-
pecially true for outdoor scenes as drop shadows dramati-
cally change the appearance of the images.

To detect a shadowed pixel, we use the method originally
proposed by Sunkavalli et al. [34]. The basic idea is that
the pixel intensity Ii,p of pixel p in the i-th image will be
significantly lower when in shadow than when exposed to
direct sunlight. If we do not observe an intensity difference



of at least a factor of 1.4 between the highest and the lowest
pixel value, we assume that the pixel was shadowed in all
images. For each other pixel p we first calculate the median
value mmin of the n smallest intensity values. The pixel is
detected as shadowed in image i, if its intensity Ii,p in that
image is smaller than K · mmin. We use n = 10% of the
total number of images and K = 1.5 in our examples.

6. Photometric Stereo
The image intensity at a pixel p and color channel c

can be separated into a sun and sky contribution Ii,p,c =
ISun,i,p,c + ISky,i,p,c. We model the reflectance function for
a scene point observed at pixel p as a linear combination∑M

m=1 γp,mfm,c of basis materials fm,c. Furthermore, we
assume the sun as a point light source δ(L − Li,Sun) from
direction Li,Sun with intensity l̃i,c. This yields:

ISun,i,p,c = l̃i,c

M∑
m=1

γp,mfm,c(np, Li,Sun)Vp(Li,Sun), (4)

where Vp encodes the portion of the sky visible from the
scene point and np is the corresponding normal.

We approximate the sky as a spatially uniform light
source of intensity S̃i,c that is partially visible at a pixel p
according to the visibility Vp:

ISky,i,p,c = S̃i,c

∫ M∑
m=1

γp,mfm,c(np, L)Vp(L) dL (5)

= S̃i,c · constp . (6)

If we further assume that the intensity of the sky scales lin-
early with the (observed) sun intensity, i.e. S̃i,c ∝ l̃i,c, we
can factor this into per-image and per-pixel terms

ISky,i,p,c = l̃i,c · Sp,c. (7)

For webcams, camera parameters like exposure time and
aperture size are usually unknown and may vary over time.
This means the observed intensity in the image might differ
from the true intensity in the scene by a scalar factor. We
incorporate these effects by considering relative light inten-
sities li,c instead of absolute intensities l̃i,c. This gives the
final image creation model

Ii,p,c
li,c

=

M∑
m=1

γp,mfm,c(np, Li,Sun)Vp(Li,Sun) + Sp,c. (8)

Our algorithm optimizes for the relative light intensities
li,c in each image, the basis materials f1,c, . . . , fM,c in the
scene, the surface orientation np, and material mixing coef-
ficients γp,m ≥ 0 at each pixel. Sun visibility Vp(Li,Sun) is
handled by our shadow detection and we replace it by intro-
ducing the sets Ip of images such that p is not in shadow.

We represent the materials using an isotropic Ward model
[36] and encode the respective parameters in a vector αm

per basis material: fm,c(np, Li,Sun) = fc(np, Li,Sun, αm).

6.1. Initialization

During initialization we ignore the sky term Sp,c and set
it to zero. In a first step, we assume constant light intensities
and treat the whole scene as Lambertian, ignoring the er-
rors that will arise if a more complex material is present. In
our experiments, we found that all scenes contained enough
points that conform to this simplification and result in de-
cent initial estimates of surface normals and albedo. With
this information we find an initialization of the relative light
intensities and use them to re-estimate the normals, which
considerably improves the first initialization. Finally, we
cluster the resulting albedos and fit pure basis materials to
get an initialization of the per-pixel reflectance properties.
We now describe each of these in steps in more detail.

Classical Photometric Stereo: We solve for the normal
np,c and albedo ρp,c in each color channel by minimizing

E(ρp,c, np,c) =
1

|Ip|
∑
i∈Ip

(Ii,p,c − ρp,c li,c np,c · Li)
2 (9)

The relative intensities li,c are set to 1.0 during initializa-
tion. If Ip contains too little variation in the light directions
or if the least-squares error is too high, we ignore the pixel.
For valid pixels we select the normal from the color channel
with the lowest error.

Relative Light Intensities: For a first estimate of the rel-
ative light intensities we employ the approach by Hayakawa
[11]. To overcome certain ambiguities this method needs at
least six surface points with similar albedos and sufficient
variation in normal direction. We determine these points
automatically by clustering all pixels into four albedo clus-
ters according to the albedo estimate from Equation (9). For
the most frequent albedo we then cluster the normals of the
set into 30 normal clusters. Finally, we select eight nor-
mals from different clusters and ensure that the correspond-
ing pixels are almost never in shadow (see Figure 6 for an
example). In both steps the clustering is done using Expec-
tation Maximization for a Gaussian mixture model.

Initial Material Estimation: Following Goldman et al.
[9], we use the albedos to compute an initial distribution
of the fundamental materials in the scene. The number M
of fundamental materials is chosen beforehand. (Typically,
two or three materials are sufficient for accurate material
reconstruction.)

While Goldman et al. suggest to cluster the albedos in
the HSV color space, we found that clustering in sRGB
color space gives better results for our datasets. Again, the



clustering is based on a mixture of Gaussians. For each
pixel, we assign its cluster weights as initial material combi-
nation γp,1, . . . , γp,M (normalized to γp,1+. . .+γp,M = 1).
Given these initial estimates for the mixing coefficients, we
now find good initializations for the parameters of each ma-
terial. For each m ∈ {1, . . . ,M}, we build a set of pixels
Mm that represent the pure material. We do this by se-
lecting pixels with the mixing coefficient for that material
at least ten times greater than the others. Based on these
pure pixels, we fit the BRDF parameters using non-linear
Levenberg-Marquardt optimization [27], minimizing:

E(αm) =
∑

c,p∈Mm,i∈Ip

(Ii,p,c − li,cfc(np, Li,Sun, αm))
2
. (10)

6.2. Iterative Refinement

We iterate the next steps to refine the normal map, light
intensities, and materials. An overview of the entire al-
gorithm is shown in Figure 2. As each step decreases the
objective function given by Equation (12), the algorithm is
guaranteed to converge. Depending on the scene 25-50 it-
erations were sufficient to reach convergence. After each of
the following steps we update the current intensity estimate
of pixel p in image i and color channel c which we denote

ei,p,c = li,c

(∑M
m=1 γp,mfc(np, Li, αm) + Sp,c

)
. (11)

Material Fitting: In Equation (10) we optimized param-
eters for each material separately. This already provides us
with a good initial estimation. Now, we find the optimal pa-
rameters for all materials simultaneously, i.e., for the con-
catenation α of all parameter vectors αm and not restricted
to pure pixelsMm. Given the current estimate for the nor-
mal map and per-pixel material weights, we minimize

E(α) =
∑

i∈Ip,p,c (Ii,p,c − ei,p,c)2 . (12)

Light Intensity Optimization: To improve the relative
intensities during our optimization we analytically solve for
the best intensity update Ui,c = lnew

i,c /l
current
i,c in every image,

while keeping all other variables fixed. We want to mini-
mize

E(Ui,c) =
∑

p (Ii,p,c − Ui,cei,p,c)
2
. (13)

Setting the ∂E/∂Ui,c = 0 yields the intensity update.

Material and Normal Map Optimization: The next step
calculates the material weight maps, the per-pixel sky con-
tribution Sp,c, and the normal for each pixel while material
parameters and light intensities are fixed. For each pixel we
minimize

E(np,Sp, γp,1, ..., γp,M )

=
∑

c

(∑
i∈Ip(Ii,p,c − ei,p,c)2 + λS2

p,c

)
. (14)

Figure 5. Top row: Input images with varying light intensities
and randomly mixed materials. Bottom row: Ground truth normal
map, initial normal map, normal map after optimization, and the
final material maps with corresponding materials.

with a Levenberg-Marquardt optimization. Note that the
material weights are no longer restricted to sum to one and
that we include a penalty term on the skylight. In our exper-
iments, we weight this term with λ = 0.1.

7. Results

Synthetic Data: We first evaluate our algorithm on a syn-
thetic dataset with known ground truth. The dataset shows
a sphere consisting of two materials, diffuse gray and spec-
ular blue. We explicitly used an orthogonal projection and
parallel light rays from a distance point light source. Fig-
ure 5 shows the result of our algorithm for ten input images
with varying light intensities and random indirect (additive)
illumination per pixel. Additionally, around one third of the
pixels are random mixtures between both materials.

The optimized normals show a significant improvement
over the purely diffuse photometric stereo used for initial-
ization. Some small errors remain if the optimization runs
into wrong local optima, but we are able to properly recover
the material parameters and maps.

Webcam Data: We now demonstrate our technique on
three outdoor datasets, the tower dataset (≈20 k images),
the church dataset (≈27 k images), and the castle dataset
(≈20 k images). For each of the datasets we downloaded
images every 20 to 60 minutes over the course of a year
to get enough variation in the light directions. We then
automatically selected 50 images for calibration and pho-
tometric stereo. Figure 9 shows some of these images for
the church and castle. We confirmed the calibration results
visually by projecting the viewing direction to the ground
plane as, e.g., shown in Figure 1.

Figure 6 visualizes the shadow detection and some com-
ponents of the initialization for the tower dataset. The tower
consists of a diffuse base material and a more specular
greenish material at the roof (corroded copper). The dif-
ferent materials can be clearly distinguished in our recon-
struction, see Figure 7.



Figure 6. One input image, detected shadow regions, selected
points for intensity estimation and the recovered object albedo.

Figure 7. The initial normal map, the final normal map, and the
four recovered BRDFs with corresponding material map.
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Figure 8. Left: Scanline through a cylindrical section of the tower
showing the x (red), y (green), and z (blue) components of the
normal vectors. Solid lines show normals from a reference cylin-
der and dots show the reconstruction of our algorithm. Center:
The region used for the scanline marked in red. Right: Recovered
contribution of the skylight.

The central part of the tower can be well approximated
by a cylinder. Thus, to evaluate the performance of our
technique, we rendered the normal map of a cylinder with
corresponding radius and height as seen from a perspective
camera . Figure 8 shows normals for one scanline from our
reconstruction and the reference which we reproduce quite
accurately. Most deviations occur at the far right and left
where the surface is seen at gracing angles. In Figure 8 we
also visualize the recovered sky term that shows the tower
as seen without direct sun light.

The church dataset shows overall a similar behavior as
demonstrated in Figure 10. While the initial normal map,
reconstructed using the diffuse photometric stereo from
Section 6.1, looks already promising, the final normal map
exhibits more pronounced y directions of the normals in the
dome region. The church is almost completely built from
yellow sandstone which is also reflected in the three re-

Figure 9. Some input images of the church dataset, and one input
image for the castle dataset (scanline region marked in red).

Figure 10. The initial normal map, the final normal map, and the
three recovered BRDFs with corresponding material map.
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Figure 11. The final normal map, and a scanline showing the x
(red), y (green), and z (blue) components of the normal vectors for
the castle dataset. See Figure 9 for scanline position.

covered material maps. Note that our method fits a fixed
number of basis BRDFs that optimally explain the scene
appearance. Since most scene points in this example have a
similar albedo, the recovered materials essentially represent
the specular variations.

Figure 11 presents the results on the castle dataset. The
scanline through the towers shows a slightly flattened cylin-
drical shape on the left. The tower on the right shows a
sharp corner with the x-component jumping approximately
90 degrees. The base of the tower is occluded by a tree and
was therefore excluded from the object mask.

8. Conclusion

We presented a method that recovers shape and re-
flectance information from outdoor webcams. Such re-
constructions have so far only been studied in controlled
settings. In practice, some unique challenges such as un-
known lighting, uncontrolled cameras, and strongly varying
scene appearance have to be addressed. To make process-
ing tractable, we developed an image selection technique



geared towards the requirements of photometric stereo, re-
ducing the data by orders of magnitude. We presented an
initialization and optimization scheme that jointly improves
normals, materials, relative light intensities, and indirect
lighting. The computed quantities result in a comprehensive
scene representation which is relevant in areas such as scene
understanding, scene modeling and computer graphics. The
representation can, for example, be used for relighting tasks
and to visualize the scene given a different set of BRDFs.

In future work we would like to explore the opportunities
offered by this kind of data for 3D-modeling and rendering.
It could also be interesting to extend our image selection to
the classification of more complex weather conditions.
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